






Three scenarios for continual learning (NeurIPS Workshop, 2018)



[Figure] For the same architecture and dataset (Rotation MNIST) and only changing the 
training regime, the forgetting is reduced significantly at the cost of a relatively small 
accuracy drop on the current task.
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• Dropout encourages the wideness of the minima since it minimizes the second derivative of the loss



Stable network

• Dropout regularization
• Large initial learning rate
• Learning rate decay at the 

end of each task
• Small batch size





• They confirmed that in continual learning, the wider the minima are, the 
less forgetting happens.

• Empirically observed that simple techniques proved to be more effective 
than some of the recent approaches.
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Deep Domain Generalization via Conditional Invariant Adversarial Networks (ECCV, 2018)





The average forgetting after the model has been trained sequentially on all tasks. 

Forgetting is defined as the decrease in performance at each of the tasks between their peak accuracy and their 

accuracy after the continual learning experience has finished. For a continual
learning dataset with T sequential tasks, it is defined by:



Using second-order Taylor expansion,
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