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∆𝑡 =
𝛼 ⋅ ෞ𝑚𝑡

ෝ𝑣𝑡

→ ∆𝑡 <≈ 𝛼

∆𝑡 ≤
𝛼 ⋅ (1 − 𝛽1)

(1 − 𝛽2) 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑎𝑠𝑒 1 − 𝛽1 > 1 − 𝛽2

∆𝑡 ≤ α 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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1 − 𝛽1
𝑡 ෝ𝑣𝑡 =

𝑣𝑡

1 − 𝛽2
𝑡
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Figure 1: Logistic regression training negative log likelihood on MNIST images and IMDB movie reviews with 
10,000 bag-of-words (BoW) feature vectors.
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Figure 2: Training of multilayer neural networks on MNIST images.
(a) Neural networks using dropout stochastic regularization. (b) Neural networks with deterministic cost function. 

We compare with the sum-of-functions (SFO) optimizer (Sohl-Dickstein et al., 2014)
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Figure 3: Effect of bias-correction terms (red line) versus no bias correction terms (green line) after 10 epochs (left) and 
100 epochs (right) on the loss (y-axes) when learning a Variational AutoEncoder (VAE) (Kingma & Welling, 2013), for 

different settings of stepsize α (x-axes) and hyperparameters β1 and β2. 
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